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€ vt is poiO? ) How to Fine-tune DDIO
Data Direct I/O Technology (DDIO) transfers packets directly to A little-discussed register called “110 LLC WAYS" can be used to
Last Level Cache (LLC) rather than main memory. DDIO tune the capacity of DDIO. Fine-tuning DDIO enables us to
updates a cache line if it is already available in LLC; otherwise, process packets with a larger number of RX descriptors while
it allocates the cache line in a limited portion of LLC (i.e., 2 ways providing the same or better performance.
In a n-way set-associative cache). _
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Faster link speeds causes DDIO fail to provide the ! 512 1024 2048 4096
expected benefits, as new incoming packets Number of RX Descriptors
can repeatedly evict previously received We need more RX descriptors for =100 Gbps
packets (i.e., not-yet-processed and networks, as additional descriptors reduces the
already-processed packets) from CPU Socket latency incurred by packet loss and PAUSE frames.
the LLC. The probability of
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Ditterent applications have ditferent
levels of sensitivity to DDIO.
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Problem: DDIO can degrade
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Moreover, performance of DDIO only > 4
matters when an application is 1/0 bound, 100 Gbps 200 Gbps
rather than CPU/memory bound. Forwarding Rate
I - i Approach: LLC could be bypassed for
100 | BT TR E R Throughput 1 *° Conclusion low-priority or DDIO-insensitive
S g0l ; | e application, thus making room for the
Py XX = . " high-priority or highly-DDIO-sensitive
= DDIO Read O There is no one-size-fits-all approach to J I'p : Y B I d be d .
60 160 T s Qo applications. Bypassing could be done via:
= 0 = utilize DDIO. Theretore, it is important PP yp g
: 5 ' P
>R | - o to optimize DDIO based on the
a0 T e s 08 s . * Disabling DDIO for an specific I/O
o DDIO Write = characteristics of applications and
~ ) Increasing processing time | : : device or
A 20 improves DDIO performance, >0 ’rhelroworklood, e.spec;lolly for o ,
but reduces throughput multi-hundred-gigabit networks. * Exploiting a remote processor’s socket
O | | | | | | | | | | | O
0O 10 20 30 40 50 60 70 80 9O 100 to DMA data

Relative Processing Time

o

Work supported by SSF, WASE, and ERC. D V\NSPlEsms., L 2

ERICSSON




