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The multi-variant execution environment (MVEE) is a useful approach to enhancing security of system software written in unsafe languages such as C and C++. Although a number of security mechanisms, e.g., Address Space Layout Randomization (ASLR) and Address/Undefined Behavior Sanitizers (ASan and UBSan), are supported at the kernel and compiler level, each mechanism defends only a specific attack and multiple mechanisms cannot be used at a time due to their implementation conflicts. The MVEE allows us to concurrently run security mechanisms by executing several variants of the target software, integrating a security mechanism into a variant, and synchronizing and monitoring their behavior against the same inputs from disks and networks. The previous researches have shown its effectiveness for user-level applications [5] and OS kernels [4].

Applying the MVEE to in-memory databases (DBs), which are a key component in modern web systems and suffer from memory vulnerabilities [1, 2], poses a new challenge stemming from tremendous memory space overhead. Since in-memory DBs, e.g., memcached and redis, manage data items and the running states on their own memory region, the memory footprint is much larger than the legacy stateless applications such as web servers. For example, when the MVEE executes an in-memory DB with 512 GiB of memory that is an instance offered in real-world cloud systems [3], we require more than 1 TB of memory in a case where three variants are launched. This makes it hard or sometimes impossible to use the MVEE for in-memory DBs and causes inefficient resource utilization in cloud systems to perform less service consolidation.

We present an MVEE mechanism to execute multiple variants of in-memory DBs in an memory-efficient manner. The key behind our approach is that the memory contents of in-memory DB’s variants are quite similar to each other; all the variants place the same data items in their memory heaps and most of their memory regions is occupied by the data items. To reduce the memory usage caused by multiple variant launches, our approach shares the same contents memory among variants while simultaneously monitoring behavior of different security-enhanced variants.

Our MVEE is driven by the following design goals; (1) enhances security as the same as the existing MVEE, (2) restricts the total memory utilization of the MVEE as much as possible, and (3) no modification of the application source code/binary. To satisfy these goals, our mechanism leverages a kernel-level page sharing feature that merges the same contents pages into one page transparently to running applications and shares the page in a copy-on-write manner. Our MVEE, running on the kernel, monitors and synchronizes each variant at the system call level and executes the page sharing mechanism per a certain interval. The MVEE also hooks lock/unlock functions to support multi-threaded applications. It forces running threads in each variant to acquire locks in the same order to equalize the system call sequences among the variants.

We conducted preliminary experiments about memory usage. Our prototype runs on Linux 4.4.185 and successfully executes two real-world in-memory DBs, memcached and Redis, with ASan, UBSan and ASLR. The experiment using the memtier_benchmark shows that the our prototype successfully reduce memory usages by up 56.9 % smaller than the vanilla MVEE.

This work is ongoing. Our current focus is on a performance issue of our mechanism. The runtime overhead stemming from page sharing is 34.3 %. This is because the prototype reuses the existing page sharing feature of Linux and thus there is a room for optimization. We are now designing a new page sharing feature that frequent updated pages are not merged to avoid page merging and copy-on-write overhead.
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